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ABSTRACT

Interdomain routing using BGP is widely deployed and well
understood. The deployment of SDN in BGP domain net-
works, however, has not been systematically studied. In this
paper, we� rst show that the use-announcement inconsis-
tency is a fundamental mismatch in such a deployment, lead-
ing to serious issues including unnecessary blackholes, un-
necessary reduced reachability, and permanent forwarding
loops. We then design SFP, the� rst� ne-grained interdomain
routing protocol that extends BGP with� ne-grained rout-
ing, eliminating the aforementioned mismatch. We develop
two novel techniques, automatic receiver� ltering and on-
demand information dissemination, to address the scalability
issue brought by� ne-grained routing. Evaluating SFP us-
ing real network topologies and traces for intended settings,
which are not global Internet but tens of collaborative do-
mains, we show that SFP can reduce the amount of tra�c
a�ected by blackholes and loops by more than 50%, and that
our proposed techniques can reduce the amount of signaling
between ASes by 3 orders of magnitude compared with naive
�ne-grained routing.
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1 INTRODUCTION
There are multiple important settings where multiple anony-
mous systems (ASes) interconnect to form collaborative net-
works (also called federations) to improve network perfor-
mance of large scienti�c collaboration across member net-
works [2]. The de facto protocol to interconnect these ASes
is the Border Gateway Protocol (BGP) [6]. Meanwhile, to
support e�cient usage of their network resources, members
of federation networks commonly deploy software de�ned
networking (SDN) [1, 3]. Though interdomain routing using
BGP is well understood, the deployment of SDN in BGP-
connected networks has not been systematically studied.
Speci�cally, we show that such a deployment reveals a

fundamental mismatch between the� ne-grained control by
SDN and the coarse-grained routing by BGP, i.e., the use-
announcement inconsistency, which leads to serious issues.
To illustrate these issues, consider two networks A, and B,
connected using BGP. We focus on a pre�x P . Assume that
B drops all tra�c sent to P with TCP destination port 22. If
B still announces, through BGP, routes to P to its neighbor
A, a subset of tra�c (more speci�cally, tra�c with destina-
tion port 22) may result in blackholes. Instead, if B does not
announce any route to P to its neighbor A, such policy can
result in reduced reachability for tra�c to P with destination
port other than 22. To further illustrate the issues, we assume
that instead of dropping tra�c with destination port 22, B
decides to redirect this tra�c to another network C and still
announce the reachability of P to A via BGP. Such behavior
can lead to permanent forwarding loops. Several solutions
have been proposed to provide� ne-grained routing. A par-
ticularly elegant one is SDX [5]. An issue of SDX, however, is
that it requires a trusted third party to conduct integration.
Di�erent from existing solution approaches, this paper

investigates a simple, novel protocol named SFP (SDN Fed-
eration Protocol) that maintains the compatibility with BGP
and at the same time provides �ne-grained routing, where
each network decides interdomain routes based on common
packet header� elds instead of destination IP only. We prove
that SFP avoids all issues caused by use-announcement in-
consistency. We develop two novel techniques, on-demand
routing information dissemination and automatic receiver
�ltering, to address the messaging scalability issue brought
by� ne-grained routing. Evaluating SFP using real network
topologies and traces, we show that by guaranteeing black-
hole / loop-free routing, SFP can reduce the tra�c a�ected
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